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## 1 Introduction

A 2015 algorithm breaks dimension- $N$ SVP (under plausible assumptions) in time $2^{(c+o(1)) N}$ as $N \rightarrow \infty$ with $c \approx 0.292$. See [9]. For comparison, the best algorithm known just five years earlier had a much worse $c \approx 0.415$, and the best algorithm known just ten years before that took time $2^{\Theta(N \log N)}$.

Gentry's original FHE system at STOC 2009, with standard "cyclotomic" choices of rings, is now known (again under plausible assumptions) to be broken in polynomial time by a quantum algorithm. See [12]. Peikert claimed in 2015 that the weakness in Gentry's system was specific to Gentry's short generators and inapplicable to Ideal-SVP:

> Although cyclotomics have a lot of structure, nobody has yet found a way to exploit it in attacking Ideal-SVP/BDD ... For commonly used rings, principal ideals are an extremely small fraction of all ideals.... The weakness here is not so much due to the structure of cyclotomics, but rather to the extra structure of principal ideals that have short generators.

However, the attack was then combined with further features of cyclotomics to break IdealSVP (again under plausible assumptions) with approximation factor $2^{N^{1 / 2+o(1)}}$, a terrifying advance compared to the previous $2^{N^{1+o(1)}}$. See [24].

As these attack examples illustrate, the security of lattice-based cryptography is not well understood. There are serious risks of further advances in

- SVP algorithms,
- algorithms that exploit the "approximation factors" used in cryptography,
- algorithms that exploit the structure of cryptographic problems such as LWE,
- algorithms that exploit the multiplicative structure of efficient cryptographic problems such as Ring-LWE,
- algorithms that exploit the structure of these problems for the specific rings chosen by users, and
- algorithms to break cryptosystems without breaking these problems.

The point of this submission is that the attack surface in lattice-based cryptography can be significantly reduced with only a minor loss of efficiency. In fact, despite the extra security criteria imposed below, the two cryptosystems in this submission are two of the smallest and fastest lattice-based cryptosystems.

## 2 General algorithm specification (part of 2.B.1)

This submission provides two key-encapsulation mechanisms: "Streamlined NTRU Prime" and "NTRU LPRime".

### 2.1 Streamlined NTRU Prime parameter space

Streamlined NTRU Prime has parameters $(p, q, w)$ subject to the following restrictions: $p$ is a prime number; $q$ is a prime number; $w$ is a positive integer; $2 p \geq 3 w ; q \geq 16 w+1$; $x^{p}-x-1$ is irreducible in the polynomial ring $(\mathbb{Z} / q)[x]$.
We abbreviate the ring $\mathbb{Z}[x] /\left(x^{p}-x-1\right)$, the ring $(\mathbb{Z} / 3)[x] /\left(x^{p}-x-1\right)$, and the field $(\mathbb{Z} / q)[x] /\left(x^{p}-x-1\right)$ as $\mathcal{R}, \mathcal{R} / 3$, and $\mathcal{R} / q$ respectively. We refer to an element of $\mathcal{R}$ as small if all of its coefficients are in $\{-1,0,1\}$, and weight $\boldsymbol{w}$ if exactly $w$ of its coefficients are nonzero.

Streamlined NTRU Prime also has the following parameters: an encoding of public keys as strings; an encoding of rounded ring elements (see below) as strings; and a hash function mapping each small polynomial to two fixed-length output strings, a "confirmation" and a "session key".

### 2.2 Streamlined NTRU Prime key generation

The receiver generates a public key as follows:

- Generate a uniform random small element $g \in \mathcal{R}$. Repeat this step until $g$ is invertible in $\mathcal{R} / 3$. (There are various standard ways to test invertibility: for example, one can check divisibility of $g$ by the irreducible factors of $x^{p}-x-1$ modulo 3 , or one can deduce invertibility as a side effect of various algorithms to compute $1 / g$ in $\mathcal{R} / 3$.)
- Generate a uniform random small weight-w element $f \in \mathcal{R}$. (Note that $f$ is nonzero and hence invertible in $\mathcal{R} / q$, since $w \geq 1$.)
- Compute $h=g /(3 f)$ in $\mathcal{R} / q$. (By assumption $q$ is a prime larger than 3 , so 3 is invertible in $\mathcal{R} / q$, so $3 f$ is invertible in $\mathcal{R} / q$.)
- Encode $h$ as a string $\bar{h}$, using the aforementioned encoding of public keys as strings. The public key is $\bar{h}$.
- Save the following secrets: $f$ in $\mathcal{R}$; and $1 / g$ in $\mathcal{R} / 3$.


### 2.3 Streamlined NTRU Prime encapsulation

The sender generates a ciphertext as follows:

- Decode the public key $\bar{h}$, obtaining $h \in \mathcal{R} / q$.
- Generate a uniform random small weight-w element $r \in \mathcal{R}$.
- Compute $h r \in \mathcal{R} / q$.
- Round each coefficient of $h r$, viewed as an integer between $-(q-1) / 2$ and $(q-1) / 2$, to the nearest multiple of 3 , producing $c \in \mathcal{R}$. (If $q \in 1+3 \mathbb{Z}$ then each coefficient of $c$ is in $\{-(q-1) / 2, \ldots,-6,-3,0,3,6, \ldots,(q-1) / 2\}$. If $q \in 2+3 \mathbb{Z}$ then each coefficient of $c$ is in $\{-(q+1) / 2, \ldots,-6,-3,0,3,6, \ldots,(q+1) / 2\}$. Rounding adds an element from $\{-1,0,1\}$ to each coefficient.)
- Encode $c$ as a string $\underline{c}$, using the aforementioned encoding of rounded ring elements as strings.
- Hash $r$, obtaining a confirmation $C$ and a session key $K$. The ciphertext is the concatenation $C \underline{c}$.


### 2.4 Streamlined NTRU Prime decapsulation

The receiver decapsulates a ciphertext $C \underline{c}$ as follows:

- Decode $\underline{c}$, obtaining $c \in \mathcal{R}$.
- Multiply by $3 f$ in $\mathcal{R} / q$.
- View each coefficient of $3 f c$ in $\mathcal{R} / q$ as an integer between $-(q-1) / 2$ and $(q-1) / 2$, and then reduce modulo 3 , obtaining a polynomial $e$ in $\mathcal{R} / 3$.
- Multiply by $1 / g$ in $\mathcal{R} / 3$.
- Lift $e / g$ in $\mathcal{R} / 3$ to a small polynomial $r^{\prime} \in \mathcal{R}$.
- Compute $c^{\prime}, C^{\prime}, K^{\prime}$ from $r^{\prime}$ as in encapsulation.
- If $r^{\prime}$ is small, $r^{\prime}$ has weight $w, c^{\prime}=c$, and $C^{\prime}=C$, then output $K^{\prime}$. Otherwise output False.

If $C \underline{c}$ is a legitimate ciphertext then $c$ is obtained by rounding the coefficients of $h r$ to the nearest multiples of 3 ; i.e., $c=m+h r$ in $\mathcal{R} / q$, where $m$ is small. All coefficients of the polynomial $3 f m+g r$ in $\mathcal{R}$ are in $[-8 w, 8 w]$ by Theorem 2 below, and thus in $[-(q-$ $1) / 2,(q-1) / 2]$ since $q \geq 16 w+1$. Viewing each coefficient of $3 f c=3 f m+g r$ as an integer in $[-(q-1) / 2,(q-1) / 2]$ thus produces exactly $3 f m+g r \in \mathcal{R}$, and reducing modulo 3 produces $g r \in \mathcal{R} / 3$; i.e., $e=g r$ in $\mathcal{R} / 3$, so $e / g=r$ in $\mathcal{R} / 3$. Lifting now produces exactly $r$ since $r$ is small; i.e., $r^{\prime}=r$. Hence $\left(c^{\prime}, C^{\prime}, K^{\prime}\right)=(c, C, K)$. Finally, $r^{\prime}=r$ is small, $r^{\prime}$ has weight $w$, $c^{\prime}=c$, and $C^{\prime}=C$, so decapsulation outputs $K^{\prime}=K$, the same session key produced by encapsulation.

Theorem 1 Fix integers $p \geq 3$ and $w \geq 1$. Let $r, g \in \mathbb{Z}[x]$ be polynomials of degree at most $p-1$ with all coefficients in $\{-1,0,1\}$. Assume that $r$ has at most $w$ nonzero coefficients. Then $\mathrm{gr} \bmod x^{p}-x-1$ has each coefficient in the interval $[-2 w, 2 w]$.

Theorem 2 Fix integers $p \geq 3$ and $w \geq 1$. Let $m, r, f, g \in \mathbb{Z}[x]$ be polynomials of degree at most $p-1$ with all coefficients in $\{-1,0,1\}$. Assume that $f$ and $r$ each have at most $w$ nonzero coefficients. Then $3 f m+g r \bmod x^{p}-x-1$ has each coefficient in the interval $[-8 w, 8 w]$.

### 2.5 NTRU LPRime parameter space

NTRU LPRime has parameters $(p, q, w, \delta, I)$ subject to the following restrictions: $p$ is a prime number; $q$ is a prime number; $w, \delta, I$ are positive integers; $2 p \geq 3 w ; I$ is a multiple of $8 ; p \geq I ; q \geq 16 w+2 \delta+3 ; x^{p}-x-1$ is irreducible in the polynomial $\operatorname{ring} \mathcal{R} / q$.

As before, we abbreviate the ring $\mathbb{Z}[x] /\left(x^{p}-x-1\right)$, the ring $(\mathbb{Z} / 3)[x] /\left(x^{p}-x-1\right)$, and the field $(\mathbb{Z} / q)[x] /\left(x^{p}-x-1\right)$ as $\mathcal{R}, \mathcal{R} / 3$, and $\mathcal{R} / q$ respectively. We refer to an element of $\mathcal{R}$ as small if all of its coefficients are in $\{-1,0,1\}$, and weight $\boldsymbol{w}$ if exactly $w$ of its coefficients are nonzero.

NTRU LPRime also has the following parameters: an encoding of rounded ring elements (see below) as strings; a hash function mapping each $I$-bit string to three fixed-length output strings, a "cipher key" and a "confirmation" and a "session key"; a function Small from the set of cipher keys to the set of small weight- $w$ elements in $\mathcal{R}$; a function Generator from a set of "seed" strings to $\mathcal{R} / q$; a function Top from $(\mathbb{Z} / q)^{I}$ to a fixed-length set of strings; and a function Right from the same set of strings to $(\mathbb{Z} / q)^{I}$ such that each coordinate of the difference $\operatorname{Right}(\operatorname{Top}(C))-C$ is in $\{0,1, \ldots, \delta\}$ for each $C \in(\mathbb{Z} / q)^{I}$.

### 2.6 NTRU LPRime key generation

The receiver generates a public key as follows:

- Generate a uniform random seed $S$.
- Compute $G=\operatorname{Generator}(S) \in \mathcal{R} / q$.
- Generate a uniform random small weight-w element $a \in \mathcal{R}$.
- Compute $a G \in \mathcal{R} / q$.
- Round each coefficient of $a G$, viewed as an integer between $-(q-1) / 2$ and $(q-1) / 2$, to the nearest multiple of 3 , producing $A \in \mathcal{R}$.
- Encode $A$ as a string $\underline{A}$. The public key is the concatenation $S \underline{A}$.
- Save the secret $a$.


### 2.7 NTRU LPRime encapsulation

The sender generates a ciphertext as follows:

- Decode the public key $S \underline{A}$, obtaining a seed $S$ and a polynomial $A \in \mathcal{R}$.
- Compute $G=\operatorname{Generator}(S) \in \mathcal{R} / q$.
- Generate a uniform random $I$-bit string $r=\left(r_{0}, r_{1}, \ldots, r_{I-1}\right)$.
- Hash $r$, obtaining a cipher key $k$, a confirmation $H$, and a session key $K$.
- Compute $b=\operatorname{Small}(k) \in \mathcal{R}$.
- Compute $b G$ in $\mathcal{R} / q$.
- Compute $b A$ in $\mathcal{R} / q$. (Only the bottom $I$ coefficients of $b A$, the coefficients $(b A)_{0},(b A)_{1}, \ldots,(b A)_{I-1}$ of $x^{0}, x^{1}, \ldots, x^{I-1}$ respectively, will be used; other coefficients do not need to be computed.)
- Round each coefficient of $b G$, viewed as an integer between $-(q-1) / 2$ and $(q-1) / 2$, to the nearest multiple of 3 , producing $B \in \mathcal{R}$.
- Encode $B$ as a string $\underline{B}$.
- Compute $C=\left(C_{0}, C_{1}, \ldots, C_{I-1}\right) \in(\mathbb{Z} / q)^{I}$ as follows: $C_{j}=(b A)_{j}+r_{j}(q-1) / 2$.
- Compute $\tilde{C}=\operatorname{Top}(C)$.
- The ciphertext is the concatenation $H \underline{B} \tilde{C}$. The session key is $K$.


### 2.8 NTRU LPRime decapsulation

The receiver decapsulates a ciphertext $H \underline{B} \tilde{C}$ as follows:

- Decode $\underline{B}$, obtaining $B \in \mathcal{R}$.
- Compute $T=\operatorname{Right}(\tilde{C}) \in(\mathbb{Z} / q)^{I}$.
- Compute $a B$ in $\mathcal{R} / q$. (Only the bottom $I$ coefficients of $a B$ will be used.)
- Compute $r_{0}^{\prime}, r_{1}^{\prime}, \ldots, r_{I-1}^{\prime} \in\{0,1\}$ as follows. View $T_{j}-(a B)_{j}+4 w+1 \in \mathbb{Z} / q$ as an integer between $-(q-1) / 2$ and $(q-1) / 2$. Then $r_{j}^{\prime}$ is the sign bit of this integer: 1 if the integer is negative, otherwise 0 .
- Compute a ciphertext $c^{\prime}$ and session key $K^{\prime}$ from $r^{\prime}=\left(r_{0}^{\prime}, r_{1}^{\prime}, \ldots, r_{I-1}^{\prime}\right)$ as in encapsulation.
- If the ciphertext $c^{\prime}$ is $H \underline{B} \tilde{C}$, then output $K^{\prime}$. Otherwise output False.

The public key $A$ is obtained by rounding the coefficients of $a G$ to the nearest multiples of 3 ; i.e., $A=a G+d$ in $\mathcal{R} / q$, where $d$ is small.
If $H \underline{B} \tilde{C}$ is a legitimate ciphertext then $\underline{B}$ is an encoding of $B$ which is obtained by rounding the coefficients of $b G$ to the nearest multiples of 3 ; i.e., $B=b G+e$ in $\mathcal{R} / q$, where $e$ is small, and $\tilde{C}=\operatorname{Top}(C)$ with $C_{j}=(b A)_{j}+r_{j}(q-1) / 2$.

By construction the functions Top and Right are such that each coordinate of $\operatorname{Right}(\operatorname{Top}(C))-C$ is in $\{0,1, \ldots, \delta\}$ for each $C \in(\mathbb{Z} / q)^{I}$, i.e,. $\operatorname{Right}(\operatorname{Top}(C))_{j}-C_{j} \in$ $\{0,1, \ldots, \delta\}$.

Then

$$
\begin{aligned}
T_{j} & -(a B)_{j}+4 w+1=\operatorname{Right}(\operatorname{Top}(C))_{j}-(a(b G+e))_{j}+4 w+1 \\
& =\operatorname{Right}(\operatorname{Top}(C))_{j}-C_{j}+C_{j}-\left((a b G)_{j}+(a e)_{j}\right)+4 w+1 \\
& =\operatorname{Right}(\operatorname{Top}(C))_{j}-C_{j}+(b A)_{j}+r_{j}(q-1) / 2-\left((a b G)_{j}+(a e)_{j}\right)+4 w+1 \\
& =\operatorname{Right}(\operatorname{Top}(C))_{j}-C_{j}+(b a G)_{j}+(b d)_{j}+r_{j}(q-1) / 2-\left((a b G)_{j}+(a e)_{j}\right)+4 w+1 \\
& =\operatorname{Right}(\operatorname{Top}(C))_{j}-C_{j}+(b d)_{j}-(a e)_{j}+4 w+1+r_{j}(q-1) / 2 \in \mathbb{Z} / q .
\end{aligned}
$$

All coefficients of the polynomials $b d$ and $a e$ are in $[-2 w, 2 w]$ by Theorem 1, thus

$$
1 \leq \operatorname{Right}(\operatorname{Top}(C))_{j}-C_{j}+(b d)_{j}-(a e)_{j}+4 w+1 \leq 8 w+\delta+1
$$

Viewing each coefficient of $T_{j}-(a B)_{j}+4 w+1$ as an integer in $[-(q-1) / 2,(q-1) / 2]$ thus produces an integer in $[1,8 w+\delta+1]$ if and only if $r_{j}=0$ and an integer in $[-(q-1) / 2,-(q-$ 1) $/ 2+8 w+\delta]$ if and only if $r_{j}=1$ because $8 w+\delta+1 \leq(q-1) / 2$ by construction.

This means that $r_{j}^{\prime}=r_{j}$, thus $r^{\prime}=r$ and $c^{\prime}=c$, so decapsulation outputs $K^{\prime}=K$, the same session key produced by encapsulation.

## 3 List of parameter sets (part of 2.B.1)

### 3.1 Parameter set kem/sntrup4591761

Streamlined NTRU Prime with $p=761, q=4591, w=286$, and the following functions.
Encoding of public keys as strings: View the input polynomial in little-endian form as a sequence of coefficients of $x^{0}, x^{1}, \ldots, x^{764}$. The coefficients of $x^{761}, \ldots, x^{764}$ are always 0 .

View each coefficient in $\mathbb{Z} / 4591$ as an element of $\{-2295, \ldots, 2295\}$. Add 2295 to obtain an element of $\{0, \ldots, 4590\}$.

Write each batch of 5 elements $c_{0}, c_{1}, c_{2}, c_{3}, c_{4}$ in radix $6144=3 \cdot 2^{11}$ as the integer $c_{0}+$ $6144 c_{1}+6144^{2} c_{2}+6144^{3} c_{3}+6144^{4} c_{4}$. This integer is below $6144^{5}<2^{63}$. Write this integer as 8 bytes in little-endian form.

This produces $8(765 / 5)=1224$ bytes. The last 6 bytes are always 0 and are suppressed, so a public key is encoded as 1218 bytes.

Encoding of rounded ring elements as strings: View the input polynomial in littleendian form as a sequence of coefficients of $x^{0}, x^{1}, \ldots, x^{761}$. The coefficient of $x^{761}$ is always 0 .

View each coefficient in $\mathbb{Z} / 4591$ as an element of $\{-2295,-2292, \ldots, 2292,2295\}$; recall that ciphertext coefficients are always multiples of 3 . Add 2295 to obtain an element of $\{0,3, \ldots, 4587,4590\}$. Divide by 3 to obtain an element of $\{0,1, \ldots, 1530\}$.

Write each batch of 3 elements $c_{0}, c_{1}, c_{2}$ in radix $1536=3 \cdot 2^{9}$ as the integer $c_{0}+1536 c_{1}+$ $1536^{2} c_{2}$. This integer is below $1536^{3}<2^{32}$. Write this integer as 4 bytes in little-endian form.

This produces $4(762 / 3)=1016$ bytes. The last byte is always 0 and is suppressed, so a rounded ring element is encoded as 1015 bytes.

Hash function: View the input polynomial $r$ in little-endian form as a sequence of coefficients of $x^{0}, x^{1}, \ldots, x^{763}$. The coefficients of $x^{761}, x^{762}, x^{763}$ are always 0 .

Add 1 to each coefficient, obtaining an element of $\{0,1,2\}$. Write each batch of 4 elements in radix 4 , obtaining a byte. Overall this produces $764 / 4=191$ bytes.

Hash the resulting byte string with SHA-512, obtaining a 256 -bit confirmation followed by a 256 -bit session key.

### 3.2 Parameter set kem/ntrulpr4591761

NTRU LPRime with $p=761, q=4591, w=250, \delta=292, I=256$, and the following functions.

Encoding of rounded ring elements as strings: Same as in sntrup4591761.
Hash function: View the 256-bit string $r$ in little-endian form as a 32 -byte string, i.e. the first byte of $r$ is $r_{0}+2 r_{1}+\cdots+128 r_{7}$, the next byte is $r_{8}+2 r_{9}+\cdots+128 r_{15}$, etc.

Hash $r$ with SHA-512, obtaining a 32-byte cipher key $k$ followed by a 32-byte intermediate key $k^{\prime}$. Hash $k^{\prime}$ with SHA-512, obtaining a 32-byte confirmation followed by a 32 -byte session key.

Mapping to $\mathcal{R}$ : For each 32 -byte $\operatorname{string} k, \operatorname{Small}(K) \in \mathcal{R}$ is defined as follows:

- Use AES-256-CTR with key $k$, starting from counter 0 , to generate $4 p$ bytes of output.
- View each 4 bytes of output in little-endian form, obtaining $p$ elements of $\left\{0,1, \ldots, 2^{32}-1\right\}$.
- Clear the bottom bit of each of the first $w$ integers; now each of those integers is 0 modulo 2.
- Set the bottom bit, and clear the next bit, of each of the remaining $p-w$ integers; now each of those integers is 1 modulo 4 .
- Sort the integers.
- Reduce each integer modulo 4 , and subtract 1 , obtaining $p$ elements of $\{-1,0,1\}$, of which exactly $w$ are nonzero.
- View these elements as a polynomial in little-endian form, namely $\operatorname{Small}(K)$.

Mapping to $\mathcal{R} / q$ : The set of seeds is the set of 32-byte strings. For each 32-byte string $K$, Generator $(K) \in \mathcal{R} / q$ is defined as follows:

- Use AES-256-CTR with key $K$, starting from counter 0 , to generate $4 p$ bytes of output.
- View each 4 bytes of output in little-endian form, obtaining $p$ elements of $\left\{0,1, \ldots, 2^{32}-1\right\}$.
- Reduce each of these elements modulo $q$, obtaining $p$ elements of $\{0,1, \ldots, q-1\}$.
- Obtain $p$ elements of $\{-(q-1) / 2, \ldots,(q-1) / 2\}$ by subtractng $(q-1) / 2$ from each integer.
- View these elements as a polynomial in little-endian form, namely Generator $(K)$.

Top bits: For each $C \in(\mathbb{Z} / q)^{256}, \operatorname{Top}(C)$ is a 128 -byte string defined as follows:

- View each $C_{j}$ as an integer between -2295 and 2295.
- Compute $T_{j}=\left\lfloor\left(114\left(C_{j}+2156\right)+16384\right) / 32768\right\rfloor \in\{0,1, \ldots, 15\}$ for each $j$.
- Define $\operatorname{Top}(C)=\left(T_{0}+16 T_{1}, T_{2}+16 T_{3}, \ldots, T_{254}+16 T_{255}\right)$.

For each 128 -byte string $T, \operatorname{Right}(T) \in(\mathbb{Z} / q)^{256}$ is defined as follows:

- Extract $T_{0}, T_{1}, \ldots, T_{255} \in\{0,1, \ldots, 15\}$ from $T$ in little-endian form.
- Compute $R_{j}=287 T_{j}-2007$ for each $j$.
- $\operatorname{Define} \operatorname{Right}(T)=\left(R_{0}, R_{1}, \ldots, R_{255}\right)$.

One can check each integer $c \in\{-2295, \ldots, 2295\}$ to see that $(287 t-2007)-c \in$ $\{0,1, \ldots, 292\}$ where $t=\lfloor(114(c+2156)+16384) / 32768\rfloor$.

## 4 Design rationale (part of 2.B.1)

There are many different ideal-lattice-based public-key encryption schemes in the literature, including many versions of NTRU; many Ring-LWE-based cryptosystems; and now Streamlined NTRU Prime and NTRU LPRime. These are actually many different points in a high-dimensional space of possible cryptosystems. We give a unified description of the advantages and disadvantages of what we see as the most important options in each dimension, in particular explaining the choices that we made in Streamlined NTRU Prime and NTRU LPRime. Beware that there are many interactions between options. For example, using Gaussian errors is incompatible with eliminating decryption failures, because there is always a small probability of large samples combining with large values. Using truncated Gaussian errors is compatible with eliminating decryption failures, but requires a much larger modulus $q$. Neither of these options is compatible with the simple tight KEM that we use.

### 4.1 The ring

The choice of cryptosystem includes a choice of a monic degree- $p$ polynomial $P \in \mathbb{Z}[x]$ and a choice of a positive integer $q$. As in Section 2, we abbreviate the ring $\mathbb{Z}[x] / P$ as $\mathcal{R}$, and the $\operatorname{ring}(\mathbb{Z} / q)[x] / P$ as $\mathcal{R} / q$.

Common choices of $\mathcal{R} / q$ are as follows:

- "NTRU Classic": Rings of the form $(\mathbb{Z} / q)[x] /\left(x^{p}-1\right)$, where $p$ is a prime and $q$ is a power of 2 , are used in the original NTRU cryptosystem [33].
- "NTRU NTT": Rings of the form $(\mathbb{Z} / q)[x] /\left(x^{p}+1\right)$, where $p$ is a power of 2 and $q \in 1+2 p \mathbb{Z}$ is a prime, are used in typical "Ring-LWE-based" cryptosystems such as [3].
- "NTRU Prime": Fields of the form $(\mathbb{Z} / q)[x] /\left(x^{p}-x-1\right)$, where $p$ is prime, are used in this submission.

NTRU Prime uses a prime-degree number field with a large Galois group and an inert modulus, minimizing the number of ring homomorphisms available to the attacker. As an analogy, conservative prime-field discrete-logarithm systems also minimize the number of ring homomorphisms available to the attacker.

We expect the future situation, like the current situation, to be a mix of the following three scenarios:

- Some lattice-based systems are broken whether or not they have unnecessary homomorphisms. As an analogy, some discrete-logarithm systems are broken whether or not they have unnecessary homomorphisms.

- Some lattice-based systems are unbroken whether or not they have unnecessary homomorphisms. As an analogy, some discrete-logarithm systems are unbroken whether or not they have unnecessary homomorphisms.
- Some lattice-based systems are broken only if they have unnecessary homomorphisms. As an analogy, some discrete-logarithm systems are broken only if they have unnecessary homomorphisms. Eliminating unnecessary homomorphisms rescues these systems, and removes the need to worry about what attackers can do with these homomorphisms.

The current situation is that homomorphisms eliminated by NTRU Prime are used in the following attack papers: [18], [28], [23], [20], [24], and [8]. See our "NTRU Prime" paper for further details.

### 4.2 The public key

The receiver's public key, which we call $h$, is an element of $\mathcal{R} / q$.

### 4.3 Inputs and ciphertexts

In the original NTRU system, ciphertexts are elements of the form $m+h r \in \mathcal{R} / q$. Here $h \in \mathcal{R} / q$ is the public key as above, and $m, r$ are small elements of $\mathcal{R}$ chosen by the sender.

Subsequent systems labeled as "NTRU" have generally extended ciphertexts to include additional information, for various reasons explained below; but these cryptosystems all share the same core design element, sending $m+h r \in \mathcal{R} / q$ where $m, r$ are small secrets and $h$ is public. We suggest systematically using the name "NTRU" to refer to this design element, and more specific names (e.g., "NTRU Classic" vs. "NTRU Prime") to refer to other design elements.

We refer to $(m, r)$ as "input" rather than "plaintext" because in any modern public-key cryptosystem the input is randomized and is separated from the sender's plaintext by symmetric primitives such as hash functions. See Section 4.5.

In the original NTRU specification [33], $m$ was allowed to be any element of $\mathcal{R}$ having all coefficients in a standard range. The range was $\{-1,0,1\}$ for all of the suggested parameters, with $q$ not a multiple of 3 , and we focus on this case for simplicity (although we note that some other lattice-based cryptosystems have taken the smaller range $\{0,1\}$, or sometimes larger ranges).

Current NTRU Classic specifications such as [32] prohibit $m$ that have an unusually small number of 0's or 1's or -1 's. For random $m$, this prohibition applies with probability $<2^{-10}$, and in case of failure the sender can try encoding the plaintext as a new $m$, but this is problematic for applications with hard real-time requirements. The reason for this prohibition is that NTRU Classic gives the attacker an "evaluate at 1" homomorphism from $\mathcal{R} / q$ to $\mathbb{Z} / q$, leaking $m(1)$. The attacker scans many ciphertexts to find an occasional ciphertext where the value $m(1)$ is particularly far from 0 ; this value constrains the search space for the corresponding $m$ by enough bits to raise security concerns. In NTRU Prime, $\mathcal{R} / q$ is a field, so this type of leak cannot occur.

Streamlined NTRU Prime actually uses a different type of ciphertext, which we call a "rounded ciphertext". The sender chooses a small $r$ as input and computes $h r \in \mathcal{R} / q$. The sender obtains the ciphertext by rounding each coefficient of $h r$, viewed as an integer between $-(q-1) / 2$ and $(q-1) / 2$, to the nearest multiple of 3 . This ciphertext can be viewed as an example of the original ciphertext $m+h r$, but with $m$ chosen so that each coefficient of $m+h r$ is in a restricted subset of $\mathbb{Z} / q$.

With the original ciphertexts, each coefficient of $m+h r$ leaves 3 possibilities for the corresponding coefficients of $h r$ and $m$. With rounded ciphertexts, each coefficient of $m+h r$ also leaves 3 possibilities for the corresponding coefficients of $h r$ and $m$, except that the
boundary cases $-(q-1) / 2$ and $(q-1) / 2$ (assuming $q \in 1+3 \mathbb{Z})$ leave only 2 possibilities. In a pool of $2^{64}$ rounded ciphertexts, the attacker might find one ciphertext that has 15 of these boundary cases out of 761 coefficients; these occasional exceptions have very little impact on known attacks. It would be possible to randomize the choice of multiples of 3 near the boundaries, but we prefer the simplicity of having the ciphertext determined entirely by $r$. It would also be possible to prohibit ciphertexts at the boundaries, but as above we prefer to avoid restarting the encryption process.

More generally, we say "Rounded NTRU" for any NTRU system in which $m$ is chosen deterministically by rounding $h r$ to a standard subset of $\mathbb{Z} / q$, and "Noisy NTRU" for the original version in which $m$ is chosen randomly. Rounded NTRU has two advantages over Noisy NTRU. First, it reduces the space required to transmit $m+h r$. Second, the fact that $m$ is determined by $r$ simplifies protection against chosen-ciphertext attacks; see Section 4.5.
[49, Section 4] used an intermediate non-deterministic possibility to provide some space reduction for a public-key cryptosystem: first choose $m$ randomly, and then round $m+h r$, obtaining $m^{\prime}+h r$. The idea of rounded $h r$ as a deterministic substitute for noisy $m+h r$ was introduced in [7] in the context of a symmetric-key construction, was used in [5] to construct another public-key encryption system, and was further studied in [13] and [4]. All of the public-key cryptosystems in these papers have ciphertexts longer than Noisy NTRU, but applying the same idea to Noisy NTRU produces Rounded NTRU, which has shorter ciphertexts.

### 4.4 Key generation and decryption

In the original NTRU cryptosystem, the public key $h$ has the form $3 g / f$ in $\mathcal{R} / q$, where $f$ and $g$ are secret. Decryption computes $f c=f m+3 g r$, reduces modulo 3 to obtain $f m$, and multiplies by $1 / f$ to obtain $m$.

Streamlined NTRU Prime changes the position of the 3 , taking $h$ as $g /(3 f)$ rather than $3 g / f$. Decryption computes $3 f c=3 f m+g r$, reduces modulo 3 to obtain $g r$, and multiplies by $1 / g$ to obtain $r$. This change lets us compute $(m, r)$ by first computing $r$ and then multiplying by $h$, whereas otherwise we would first compute $m$ and then multiply by $1 / h$. One advantage is that we skip computing $1 / h$; another advantage is that we need less space for storing a key pair. This $1 / h$ issue does not arise for NTRU variants that compute $r$ as a hash of $m$, but those variants are incompatible with rounded ciphertexts, as discussed in Section 4.5.

More generally, we say "Quotient NTRU" for NTRU with $h$ computed as a ratio of two secret small polynomials. An alternative is what we call "Product NTRU", namely NTRU with $h$ of the form $d+a G$, where $a$ and $d$ are secret small polynomials. Here $G \in \mathcal{R} / q$ is public, like $h$, but unlike $h$ it does not need a hidden multiplicative structure: it can be, for example, a standard chosen randomly by a trusted authority, or output of a long hash function applied to a standard randomly chosen seed, or (as proposed in [3]) output of a long hash function applied to a per-receiver seed supplied along with $h$ as part of the public key.

Product NTRU does not allow the same decryption procedure as Quotient NTRU. The first

Product NTRU system, introduced by Lyubashevsky, Peikert, and Regev in [44] (originally in talk slides in 2010), sends $e+r G$ as additional ciphertext along with $m+h r+M$, where, as before, $m$ and $r$ are small polynomials, $e$ is another small polynomial, and $M$ is a polynomial consisting of solely 0 or $\lfloor q / 2\rfloor$ in each position. The receiver computes $(m+h r+M)-a(e+r G)=M+m+d r-a e$, and rounds to 0 or $\lfloor q / 2\rfloor$ in each position, obtaining $M$. Note that $m+d r-a e$ is small, since all of $m, d, r, a, e$ are small.

The ciphertext size here, two elements of $\mathcal{R} / q$, can be improved in various ways. One can replace $h r$ with fewer coefficients, for example by summing batches of two or three coefficients [53], before adding $M$ and $m$. Rounded Product NTRU rounds $h r+M$ to obtain $m+h r+M$, rounds $r G$ to obtain $e+r G$, and (to similarly reduce key size) rounds $a G$ to obtain $d+a G$. Decryption continues to work even if $m+h r+M$ is compressed to two bits per coefficient.

A disadvantage of Product NTRU is that $r$ is used twice, exposing approximations to both $r G$ and $h r$. This complicates security analysis compared to simply exposing an approximation to $h r$. State-of-the-art attacks against Ring-LWE, which reveals approximations to any number of random public multiples of $r$, are significantly faster for many multiples than for one multiple. Perhaps this indicates a broader weakness, in which each extra multiple hurts security.

Quotient NTRU has an analogous disadvantage: if one moves far enough in the parameter space [39] then state-of-the-art attacks distinguish $g / f$ from random more efficiently than they distinguish $m+h r$ from random. Perhaps this indicates a broader weakness. On the other hand, if one moves far enough in another direction in the parameter space [61], then $g / f$ has a security proof.

We find both of these issues worrisome: it is not at all clear which of Product NTRU and Quotient NTRU is a safer option. ${ }^{1}$ We see no way to simultaneously avoid both types of complications. We have opted to present details of Streamlined NTRU Prime, an example of Quotient NTRU Prime; and of NTRU LPRime, an example of Product NTRU Prime.

If exposing approximations to two multiples of $r$ damages the security of Product NTRU, perhaps exposing fewer bits does less damage. The compression techniques mentioned above, such as replacing $m+h r+M$ with fewer coefficients and releasing only a few top bits of each coefficient, naturally expose fewer bits than uncompressed ciphertexts. NTRU LPRime releases a few top bits of each of the bottom coefficients of $m+h r+M$, enough coefficients to communicate a hard-to-guess input $M$.

The Quotient NTRU literature, except for the earliest papers, takes $f$ of the form $1+3 F$, where $F$ is small. This eliminates the multiplication by the inverse of $f$ modulo 3 . In Streamlined NTRU Prime we have chosen to skip this speedup for two reasons. First, in the long run we expect cryptography to be implemented in hardware, where a multiplication

[^0]in $\mathcal{R} / 3$ is far less expensive than a multiplication in $\mathcal{R} / q$. Second, this speedup requires noticeably larger keys and ciphertexts for the same security level, and this is important for many applications, while very few applications will notice the CPU time for Streamlined NTRU Prime.

### 4.5 Padding, KEMs, and the choice of $q$

In Streamlined NTRU Prime and NTRU LPRime we use the modern "KEM+DEM" approach introduced by Shoup; see [58]. This approach is much nicer for implementors than previous approaches to public-key encryption. For readers unfamiliar with this approach, we briefly review the analogous options for RSA encryption.

RSA maps an input $m$ to a ciphertext $m^{e} \bmod n$, where $(n, e)$ is the receiver's public key. When RSA was first introduced, its input $m$ was described as the sender's plaintext. This was broken in reasonable attack models, leading to the development of various schemes to build $m$ as some combination of fixed padding, random padding, and a short plaintext; typically this short plaintext is used as a shared secret key. This turned out to be quite difficult to get right, both in theory (see, e.g., [59]) and in practice (see, e.g., [46]), although it does seem possible to protect against arbitrary chosen-ciphertext attacks by building $m$ in a sufficiently convoluted way.

The "KEM + DEM" approach, specifically Shoup's "RSA-KEM" in [58] (also called "Simple RSA" ), is much easier:

- Choose a uniform random integer $m$ modulo $n$. This step does not even look at the plaintext.
- To obtain a shared secret key, simply apply a cryptographic hash function to $m$.
- Encrypt and authenticate the sender's plaintext using this shared key.

Any attempt to modify $m$, or the plaintext, will be caught by the authenticator.
"KEM" means "key encapsulation mechanism": $m^{e} \bmod n$ is an "encapsulation" of the shared secret key $H(m)$. "DEM" means "data encapsulation mechanism", referring to the encryption and authentication using this shared secret key. Authenticated ciphers are normally designed to be secure for many messages, so $H(m)$ can be reused to protect further messages from the sender to the receiver, or from the receiver back to the sender. It is also easy to combine KEMs, for example combining a pre-quantum KEM with a post-quantum KEM, by simply hashing the shared secrets together.

When NTRU was introduced, its input $(m, r)$ was described as a sender plaintext $m$ combined with a random $r$. This is obviously not secure against chosen-ciphertext attacks. Subsequent NTRU papers introduced various mechanisms to build ( $m, r$ ) as increasingly convoluted combinations of fixed padding, random padding, and a short plaintext.

It is easy to guess that KEMs simplify NTRU, the same way that KEMs simplify RSA; we are certainly not the first to suggest this. However, all the NTRU-based KEMs we have found in the literature (e.g., [60] and [55]) construct the NTRU input ( $m, r$ ) by hashing a shorter input and verifying this hash during decapsulation; typically $r$ is produced as a hash of $m$. These KEMs implicitly assume that $m$ and $r$ can be chosen independently, whereas rounded ciphertexts (see Section 4.3) have $r$ as the sole input. It is also not clear that generic-hash chosen-ciphertext attacks against these KEMs are as difficult as inverting the NTRU map from input to ciphertext: the security theorems are quite loose.

We instead follow a simple generic KEM construction introduced in the earlier paper [25, Section 6] by Dent, backed by a tight security reduction [25, Theorem 8] saying that generichash chosen-ciphertext attacks are as difficult as inverting the underlying function:

- Like RSA-KEM, this construction hashes the input, in our case $r$, to obtain the session key.
- Decapsulation verifies that the ciphertext is the correct ciphertext for this input, preventing per-input ciphertext malleability.
- The KEM uses additional hash output for key confirmation, making clear that a ciphertext cannot be generated except by someone who knows the corresponding input.

Key confirmation might be overkill from a security perspective, since a random session key will also produce an authentication failure; but key confirmation allows the KEM to be audited without regard to the authentication mechanism, and adds only $3 \%$ to our ciphertext size.

Dent's security analysis assumes that decryption works for all inputs. We achieve this in Streamlined NTRU Prime by requiring $q \geq 16 w+1$. Recall that decryption sees $3 \mathrm{fm}+\mathrm{gr}$ in $\mathcal{R} / q$ and tries to deduce $3 f m+g r$ in $\mathcal{R}$; the condition $q \geq 16 w+1$ guarantees that this works, since each coefficient of $3 f m+g r$ in $\mathcal{R}$ is between $-(q-1) / 2$ and $(q-1) / 2$ by Theorem 2. Taking different shapes of $m, r, f, g$, or changing the polynomial $P=x^{p}-x-1$, would change the bound $16 w+1$; for example, replacing $g$ by $1+3 G$ would change $16 w+1$ into $24 w+3$.

Similarly, NTRU LPRime takes $q \geq 16 w+2 \delta+3$ to avoid decryption failures. Sending along merely top bits of $m+h r+M$ means that there is an additional error, producing a slightly worse bound than in the Streamlined NTRU Prime case. Another difference in details is that decryption reconstructs only $M$, not $m$; NTRU LPRime chooses $r$ deterministically ${ }^{2}$ as a hash of $M$.

In lattice-based cryptography it is standard to take somewhat smaller values of $q$. The idea is that coefficients in $3 f m+g r$ are produced as sums of many +1 and -1 terms, and these

[^1]terms usually cancel, rather than conspiring to produce the maximum conceivable coefficient. However, this idea led to attacks that exploited occasional decryption failures; see [35] and, for an analogous attack on code-based cryptography using QC-MDPC codes, [30]. It is common today to choose $q$ so that decryption failures will occur with, e.g., probability $2^{-80}$; but this does not meet Dent's assumption that decryption always works. This nonzero failure rate appears to account for most of the complications in the literature on NTRUbased KEMs. We prefer to guarantee that decryption works, making the security analysis simpler and more robust.

### 4.6 The shape of small polynomials

As noted in Section 4.3, the coefficients of $m$ are chosen from the limited range $\{-1,0,1\}$. The NTRU literature $[33,37,31,32]$ generally puts the same limit on the coefficients of $r, g$, and $f$, except that if $f$ is chosen with the shape $1+3 F$ (see Section 4.4) then the literature puts this limit on the coefficients of $F$. Sometimes these "ternary polynomials" are further restricted to "binary polynomials", excluding coefficient -1 .

The NTRU literature further restricts the Hamming weight of $r, g$, and $f$. Specifically, a cryptosystem parameter is introduced to specify the number of 1's and -1 's. For example, there is a parameter $t$ (typically called " $d$ " in NTRU papers) so that $r$ has exactly $t$ coefficients equal to 1 , exactly $t$ coefficients equal to -1 , and the remaining $p-2 t$ coefficients equal to 0 . These restrictions allow decryption for smaller values of $q$ (see Section 4.5), saving space and time. Beware, however, that if $t$ is too small then there are attacks; see our security analysis in Section 6 .

In Streamlined NTRU Prime we keep the requirement that $r$ have Hamming weight $w=2 t$, and keep the requirement that these $w$ nonzero coefficients are all in $\{-1,1\}$, but we drop the requirement of an equal split between -1 and 1 . This allows somewhat more choices of $r$. The same comments apply to $f$. Similarly, we require $g$ to have all coefficients in $\{-1,0,1\}$ but the distribution is otherwise unconstrained. We also require that $f$ and $g$ be invertible in $\mathcal{R} / q$, which simply means nonzero given that $P(x)$ is irreducible for NTRU Prime, and that $g$ be invertible in $\mathcal{R} / 3$.

These changes would affect the conventional NTRU decryption procedure: they expand the typical size of coefficients of $f m$ and $g r$, forcing larger choices of $q$ to avoid noticeable decryption failures. But we instead choose $q$ to avoid all decryption failures (see Section 4.5), and these changes do not expand our bound on the size of the coefficients of $f m$ and $g r$.

In NTRU LPRime we similarly choose small weight- $w$ polynomials with coefficients in $\{-1,0,1\}$ without restricting the distribution of -1 and 1 beyond the weight.

Elsewhere in the literature on lattice-based cryptography one can find larger coefficients: consider, e.g., the quinary polynomials in [27], and the even wider range in [3]. In [61], the coefficients of $f$ and $g$ are sampled from a very wide discrete Gaussian distribution, allowing a proof regarding the distribution of $g / f$. However, this appears to produce worse security for any given key size. Specifically, there are no known attack strategies blocked
by a Gaussian distribution, while the very wide distribution forces $q$ to be very large to enable decryption (see Section 4.5), producing a much larger key size (and ciphertext size) for the same security level. Furthermore, wide Gaussian distributions are practically always implemented with variable-time algorithms, creating security problems, as illustrated by the successful cache-timing attacks in [17] and [51].

## 5 Detailed performance analysis (2.B.2)

### 5.1 Description of platform

The following measurements were collected using supercop-20170904 running on a computer named titan0. The CPU on titan0 is an Intel Xeon E3-1275 v3 (Haswell) running at 3.5 GHz . Turbo Boost is disabled. titan0 has 32 GB of RAM and runs Ubuntu 14.04. Benchmarks used ./do-part, which ran on one core of the CPU. The compiler list was reduced to just gcc -march=native -mtune=native -03 -fomit-frame-pointer -fwrapv.

NIST says that the "NIST PQC Reference Platform" is "an Intel x64 running Windows or Linux and supporting the GCC compiler." titan0 is an Intel x64 running Linux and supporting the GCC compiler. Beware, however, that different Intel CPUs have different cycle counts.

### 5.2 Time

In the first measurement run (many timings), the median encapsulation time for sntrup4591761 was 59456 cycles, and the median decapsulation time was 97684 cycles. Timings were practically identical in the second measurement run $(59476,97624)$ and the third measurement run (59508, 97692).

Key-generation time was slower, over 6 million cycles. With more effort one can eliminate most of these cycles, ${ }^{3}$ but our current key-generation cost is already negligible. Specifically:

- The standard design goal of IND-CCA2 security means that it is safe to generate a key once and use the key any number of times. The situation in several recent lattice-based KEMs (for example, BCNS [15], New Hope [3], and Frodo [14]) is completely different: they are not designed to resist, and do not resist, chosen-ciphertext attacks, so they generate a new key for every ciphertext, so their key-generation time is important.
- Forward secrecy does not require constant generation of new keys. A typical quad-core 3 GHz server generating a new short-term key every minute is using under $1 / 100000$ of its CPU time on key generation with our current software.

[^2]- A user who (for some reason) wants to generate many keys more quickly than this can use Montgomery's trick to batch the inversions. Montgomery's trick replaces (e.g.) 1000 inversions with 2997 multiplications and just 1 inversion. This reduces the cost of generating each key below 300000 cycles.

Our software is analogous to the original Curve25519 software [10], which emphasized encryption/decryption speed and did not bother speeding up occasional key-generation computations.
ntrulpr4591761 is estimated to be somewhat slower than sntrup4591761, although it is faster than sntrup4591761 for key generation.

### 5.3 Space

Public keys for sntrup4591761 occupy 1218 bytes. Ciphertexts occupy only 1047 bytes. Secret keys occupy 1600 bytes.

Public keys for ntrulpr 4591761 occupy 1047 bytes. Ciphertexts occupy 1175 bytes. Secret keys occupy 1238 bytes.

### 5.4 How parameters affect performance

Encapsulation and decapsulation involve a few multiplications in the ring $\mathcal{R} / q$. The asymptotic cost of multiplication, as $p$ and $q$ grow, is essentially linear in $p \log _{2} q$, the number of bits in a ring element. Other operations scale at least as well as this.

## 6 Analysis of known attacks (2.B.5)

We start with existing pre-quantum NTRU attack strategies, adapt those strategies to the context of Streamlined NTRU Prime, and quantify their effectiveness. In particular, we account for the impact of changing $x^{p}-1$ to $x^{p}-x-1$, and using small $f$ rather than $f=1+3 F$ with small $F$. For comparability we assume here that the weight $w$ in Streamlined NTRU Prime is taken as $2 t$, where $t$ is the number of 1 's and the number of -1 's in the original NTRU cryptosystem.

We consider NTRU LPRime in Section 6.8. We consider post-quantum security in Section 6.6.

### 6.1 Warning: underestimates are dangerous

Underestimating attack cost can damage security, for reasons explained in [11, full version, Appendix B.1.2], so we prefer to use accurate cost estimates. However, accurately evaluating
the cost of lattice attacks is generally quite difficult. The literature very often explicitly resorts to underestimates. Comprehensively fixing this problem is beyond the scope of this submission, but we have started work in this direction, as illustrated by Section 6.7. At the same time it is clear that the best attack algorithms known today are much better than the best attack algorithms known a few years ago, so it is unreasonable to expect that the algorithms have stabilized. We plan to periodically issue updated security estimates to reflect ongoing work.

### 6.2 Meet-in-the-middle attack

Odlyzko's meet-in-the-middle attack $[36,34]$ on NTRU works by splitting the space of possible keys $\mathcal{F}$ into two parts such that $\mathcal{F}=\mathcal{F}_{1} \oplus \mathcal{F}_{2}$. Then in each loop of the algorithm partial keys are drawn from $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ until a collision function (defined in terms of the public key $h)$ indicates that $f_{1} \in \mathcal{F}_{1}$ and $f_{2} \in \mathcal{F}_{2}$ have been found such that $f=f_{1}+f_{2}$ is the private key.

The number of choices for $f$ is $\binom{p}{t}\binom{p-t}{t}$ in original NTRU and $\binom{p}{2 t} 2^{2 t}$ in Streamlined NTRU Prime. A first estimate is that the number of loops in the algorithm is the square root of the number of choices of $f$. However, this estimate does not account for equivalent keys. In NTRU Classic, a key $(f, g)$ is equivalent to all of the rotated keys $\left(x^{i} f, x^{i} g\right)$ and to the negations ( $-x^{i} f,-x^{i} g$ ), and the algorithm succeeds if it finds any of these rotated keys. The $2 p$ rotations and negations are almost always distinct, producing a speedup factor very close to $\sqrt{2 p}$.

The structure of the NTRU Prime ring is less friendly to this attack. Say $f$ has degree $p-c$; typically $c$ is around $p / 2 t$, since there are $2 t$ terms in $f$. Multiplying $f$ by $x, x^{2}, \ldots, x^{c-1}$ produces elements of $\mathcal{F}$, but multiplying $f$ by $x^{c}$ replaces $x^{p-c}$ with $x^{p} \bmod x^{p}-x-1=x+1$, changing its weight and thus leaving $\mathcal{F}$. It is possible but rare for subsequent multiplications by $x$ to reenter $\mathcal{F}$. Similarly, one expects only about $p / 2 t$ divisions by $x$ to stay within $\mathcal{F}$, for a total of only about $p / t$ equivalent keys, or $2 p / t$ when negations are taken into account. We have confirmed these estimates with experiments.

One could modify the attack to use a larger set $\mathcal{F}$, but this seems to lose more than it gains. Furthermore, similar wraparounds for $g$ compromise the effectiveness of the collision function. To summarize, the extra term in $x^{p}-x-1$ seems to increase the attack cost by a factor around $\sqrt{t}$, compared to NTRU Classic; i.e., the rotation speedup is only around $\sqrt{2 p / t}$ rather than $\sqrt{2 p}$.

On the other hand, some keys $f$ allow considerably more rotations. We have decided to assume a speedup factor of $\sqrt{2(p-t)}$, since we designed some pathological polynomials $f$ with that many (not consecutive) rotations in the set. For random $r$ the speedup is much smaller. This means that the number of loops before this attack is expected to find $f$ is bounded by

$$
\begin{equation*}
L=\sqrt{\binom{p}{2 t} 2^{2 t}} / \sqrt{2(p-t)} \tag{1}
\end{equation*}
$$

In each loop, $t$ vectors of size $p$ are added and their coefficients are reduced modulo $q$. We thus estimate the attack cost as $L p t$. The storage requirement of the attack is approximately $L \log _{2} L$. We can reduce this storage by applying collision search to the meet-in-the-middle attack (see $[48,62]$ ). In this case we can reduce the storage capacity by a factor $s$ at the expense of increasing the running time by a factor $\sqrt{s}$.

### 6.3 Streamlined NTRU Prime lattice

As with NTRU Classic, we can embed the problem of recovering the private keys $f, g$ into a lattice problem. Saying $3 h=g / f$ in $\mathcal{R} / q$ is the same as saying $3 h f+q k=g$ in $\mathcal{R}$ for some polynomial $k$; in other words, there is a vector $(k, f)$ of length $2 p$ such that

$$
\left(\begin{array}{ll}
k & f
\end{array}\right)\left(\begin{array}{cc}
q I & 0 \\
H & I
\end{array}\right)=\left(\begin{array}{ll}
k & f
\end{array}\right) B=\left(\begin{array}{ll}
g & f
\end{array}\right)
$$

where $H$ is a matrix with the $i$ 'th vector corresponding to $x^{i} \cdot 3 h \bmod x^{p}-x-1$ and $I$ is the $p \times p$ identity matrix. We will call $B$ the Streamlined NTRU Prime public lattice basis. This lattice has determinant $q^{p}$. The vector $(g, f)$ has norm at most $\sqrt{2 p}$. The Gaussian heuristic states that the length of the shortest vector in a random lattice is approximately $\operatorname{det}(B)^{1 /(2 p)} \sqrt{\pi e p}=\sqrt{\pi e p q}$, which is much larger than $\sqrt{2 p}$, so we expect $(g, f)$ to be the shortest nonzero vector in the lattice.

Finding the secret keys is thus equivalent to solving the Shortest Vector Problem (SVP) for the Streamlined NTRU Prime public lattice basis. The fastest currently known method to solve SVP in the NTRU public lattice is the hybrid attack, which we discuss below.

A similar lattice can be constructed to instead try to find the input pair ( $m, r$ ). However, there is no reason to expect the attack against $(m, r)$ to be easier than the attack against $(g, f)$ : $r$ has the same range as $f$, and $m$ has essentially the same range as $g$. Recall that Streamlined NTRU Prime does not have the NTRU Classic problem of leaking $m(1)$. There are occasional boundary constraints on $m$ (see Section 4.3), and there is also an $\mathcal{R} / 3$ invertibility constraint on $g$, but these effects are minor.

### 6.4 Hybrid security

The best known attack against the NTRU lattice is the hybrid lattice-basis-reduction-and-meet-in-the-middle attack described in [34]. The attack works in two phases: the reduction phase and the meet-in-the-middle phase.

Applying lattice-basis-reduction techniques will mostly reduce the middle vectors of the basis [56]. Therefore the strategy of the reduction phase is to apply lattice-basis reduction, for example BKZ 2.0 [21], to a submatrix $B^{\prime}$ of the public basis $B$. We then get a reduced basis $T=U B Y$ :

$$
\left(\begin{array}{c|c|c}
I_{u} & 0 & 0 \\
\hline 0 & U^{\prime} & 0 \\
\hline 0 & 0 & I_{u^{\prime}}
\end{array}\right) \cdot\left(\begin{array}{c|c|c}
q I_{u} & 0 & 0 \\
\hline * & B^{\prime} & 0 \\
\hline * & * & I_{u^{\prime}}
\end{array}\right) \cdot\left(\begin{array}{c|c|c}
I_{u} & 0 & 0 \\
\hline 0 & Y^{\prime} & 0 \\
\hline 0 & 0 & I_{u^{\prime}}
\end{array}\right)=\left(\begin{array}{c|c|c}
q I_{u} & 0 & 0 \\
\hline * & T^{\prime} & 0 \\
\hline * & * & I_{u^{\prime}}
\end{array}\right)
$$

Here $Y$ is orthonormal and $T^{\prime}$ is again in lower triangular form.
In the meet-in-the-middle phase we can use a meet-in-the-middle algorithm to guess options for the last $u^{\prime}$ coordinates of the key by guessing halves of the key and looking for collisions. If the lattice basis was reduced sufficiently in the first phase, a collision resulting in the private key will be found by applying a rounding algorithm to the half-key guesses. More details on how to do this can be found in [34].

To estimate the security against this attack we adapt the analysis of [32] to the set of keys that we use in Streamlined NTRU Prime. Let $u$ be the dimension of $I_{u}$ and $u^{\prime}$ be the dimension of $I_{u^{\prime}}$. For a sufficiently reduced basis the meet-in-the-middle phase will require on average

$$
\begin{equation*}
-\frac{1}{2}\left(\log _{2}(2(p-t))+\sum_{0 \leq a \leq \min \left\{2 t, u^{\prime}\right\}} 2^{a}\binom{u^{\prime}}{a} v(a) \log _{2}(v(a))\right) \tag{2}
\end{equation*}
$$

work, where the $\log _{2}(2(p-t))$ term accounts for equivalent keys and

$$
\begin{equation*}
v(a)=\frac{2^{2 t-a}\binom{p-u^{\prime}}{2 t-a}}{2^{2 t}\binom{p}{2 t}}=\frac{2^{-a}\binom{p-u^{\prime}}{2 t-a}}{\binom{p}{2 t}} . \tag{3}
\end{equation*}
$$

The quality of a basis after lattice reduction can be measured by the Hermite factor $\delta=$ $\left\|\mathbf{b}_{\mathbf{1}}\right\| / \operatorname{det}(B)^{1 / p}$. Here $\left\|\mathbf{b}_{\mathbf{1}}\right\|$ is the length of the shortest vector among the rows of $B$. To be able to recover the key in the meet-in-the-middle phase, the $\left(2 p-u-u^{\prime}\right) \times\left(2 p-u-u^{\prime}\right)$ matrix $T^{\prime}$ has to be sufficiently reduced. For given $u$ and $u^{\prime}$ this is the case if the lattice reduction reaches the required value of $\delta$. This Hermite factor has to satisfy

$$
\begin{equation*}
\log _{2}(\delta) \leq \frac{(p-u) \log _{2}(q)}{\left(2 p-\left(u+u^{\prime}\right)\right)^{2}}-\frac{1}{2 p-\left(u^{\prime}+u\right)} \tag{4}
\end{equation*}
$$

We use the BKZ 2.0 simulator of [21] to determine the best BKZ 2.0 parameters, specifically the "block size" $\beta$ and the number of "rounds" $n$, needed to reach a root Hermite factor $\delta$. To get a concrete security estimate of the work required to perform BKZ-2.0 with parameters $\beta$ and $n$ we use the conservative formula determined by [32] from the experiments of [22]:

$$
\begin{equation*}
\operatorname{Estimate}(\beta, p, n)=0.000784314 \beta^{2}+0.366078 \beta-6.125+\log _{2}(p \cdot n)+7 \tag{5}
\end{equation*}
$$

This estimate and the underlying experiments rely on "enumeration"; see Section 6.7 for a comparison to "sieving". This analysis also assumes that the probabily of two halves of the key colliding is 1 . We will also conservatively assume this, but a more realistic estimate can be found in [63]. Using these estimates we can determine the optimal $u$ and $u^{\prime}$ to attack a parameter set and thereby estimate its security.

Lastly we note that this analysis is easily adaptable to generalizing the coefficients to be in the set $\{-d,-(d-1), \ldots, d-1, d\}$ by replacing base 2 in the exponentiations in Equations 1,2 and 3 with $2 d$. In this case however the range of $t$, by a generalization of Theorem 2, decreases to $q>16\left(d^{3}+d^{2}\right) t$.

### 6.5 Algebraic attacks

The attack strategy of Ding [26], Arora-Ge [6], and Albrecht-Cid-Faugère-FitzpatrickPerret [2] takes subexponential time to break dimension- $n$ LWE with noise width $o(\sqrt{n})$, and polynomial time to break LWE with constant noise width. However, these attacks require many LWE samples, whereas typical cryptosystems in the NTRU family provide far less data to the attacker. When these attacks are adapted to cryptosystems that provide only (say) $2 n$ samples, they end up taking more than $2^{0.5 n}$ time, even when the noise is limited to $\{0,1\}$. See generally [2, Theorem 7] and [43, Case Study 1].

### 6.6 Quantum attacks

Grover's algorithm, amplitude amplification, and quantum walks produce better exponents for some of the subroutines used above. Preliminary estimates indicate that the overall impact on Streamlined NTRU Prime security levels is much less than the impact upon AES-256 security levels. Further analysis is required.

### 6.7 Memory, parallelization, and sieving algorithms

The security estimates above rely on enumeration algorithms [52, 29, 38, 32]. For very large dimensions, the performance of enumeration algorithms is slightly super-exponential and is known to be suboptimal. The provable sieving algorithms of Pujol and Stehlé [54] solve dimension- $\beta$ SVP in time $2^{2.465 \ldots \beta+o(\beta)}$ and space $2^{1.233 \ldots \beta+o(\beta)}$, and more recent SVP algorithms [1] take time $2^{\beta+o(\beta)}$. More importantly, under heuristic assumptions, sieving is much faster. The most recent work on lattice sieving (see [9, 42]) has pushed the heuristic complexity down to $2^{0.292 \ldots \beta+o(\beta)}$.

Simply comparing $0.292 \beta$ to enumeration exponents suggests that sieving could be faster than enumeration for sizes of $\beta$ of relevance to cryptography. However, this comparison ignores two critical caveats regarding the performance of sieving. First, a closer look at polynomial factors indicates that the $o(\beta)$ here is positive. Consider, e.g., [9, Figure 3], which reports a best fit of $2^{0.387 \beta-15}$ for its fastest sieving experiments. The comparison in [47] takes this caveat into account and concludes that the sieving cutoff is "far out of reach".

Second, sieving uses much more storage as $\beta$ grows: at least $2^{0.208 \ldots \beta+o(\beta)}$ bits of storage, again with positive $o(\beta)$. It is not known how to reduce the storage without large increases in the number of operations. Furthermore, sieving is bottlenecked by random access to
storage, and this random access also becomes slower as the amount of storage increases. The slowdown is approximately the square root of the storage in realistic cost models; see, e.g., [16].

Enumeration fits into very little memory even for large $\beta$. Kuo, Schneider, Dagdelen, Reichelt, Buchmann, Cheng, and Yang [41] showed that enumeration parallelizes effectively within and across GPUs. An attacker who can afford enough hardware for sieving for large $\beta$ can instead use the same amount of hardware for enumeration, obtaining an almost linear parallelization speedup.

We do not mean to suggest that the operation-count ratio should be multiplied by the sieving storage (accounting for this enumeration speedup) and further by the square root of the storage (accounting for the cost of random access inside sieving): this would ignore the possibility of a speedup from parallelizing sieving. "Mesh" sorting algorithms such as the Schnorr-Shamir algorithm [57] sort $n$ small items in time just $O(\sqrt{n})$, which is optimal in realistic models of parallel computation; these algorithms can be used as subroutines inside sieving, reducing the asymptotic cost penalty to just $2^{0.104 \ldots \beta+o(\beta)}$. However, this is still much less effective parallelization than [41].

This cost penalty for sieving is ignored in measurements such as [45] and [9, Figure 3], and in the resulting comparisons such as [47]. These measurements are limited to sieving sizes that fit into DRAM on a single computer, and do not account for the important increase in memory cost as $\beta$ increases. Another way to see the same issue would be to scale sieving down to a small enough size to fit into GPU multiprocessors; this would demonstrate a sieving speedup for smaller $\beta$, for fundamentally the same reason that there will be a sieving slowdown for larger $\beta$.

In the absence of any realistic analyses of sieving cost for large $\beta$, we have decided to omit sieving from our security estimates. There is very little reason to believe that sieving can beat enumeration inside any attack that fits within our security target.

### 6.8 Attacks against NTRU LPRime

NTRU LPRime is similar to Streamlined NTRU Prime from an attack perspective. In particular, a lattice attack that finds small $(m, r)$, given a random $h$ and given $c=m+h r$, breaks both Streamlined NTRU Prime and NTRU LPRime.

Above we focused on the similar problem of finding small $(g, f)$ given $h$ and given $0=g-3 h f$. Having to consider this second problem is a complication avoided by NTRU LPRime, and if this problem is easier then NTRU LPRime could be more secure than Streamlined NTRU Prime.

On the other hand, NTRU LPRime has its own complication, namely that it also releases an approximation to a second multiple of $r$. If this makes the $r$-recovery problem easier then NTRU LPRime could be less secure than Streamlined NTRU Prime. As noted above, we find both of these complications worrisome; further security analysis is required.

A simpler issue is that, for the same sizes $p$ and $q$, NTRU LPRime places slightly smaller limits on the weight $w$ than Streamlined NTRU Prime does. A smaller weight reduces the quantitative security level against various attack strategies discussed above.

## 7 Expected strength (2.B.4) in general

### 7.1 Security definitions

Our security goal is IND-CCA2. See Section 8 for quantitative estimates of the security of specific parameter sets.

Our general strategy for handling multi-target attacks is to aim for a very high single-target security level, and then rely on the fact that $T$-target attacks gain at most a factor $T$. We have not introduced complications aimed at making multi-target attacks even more difficult.

Our current software allows multiple encodings of ciphertexts and keys, for example allowing 4591 as a synonym for 0 . NIST has stated a preference for implementations that enforce unique encodings, and we plan to adjust our software accordingly.

Lattice-based encryption also has various symmetries, analogous to well-known ECC symmetries. For example, if $c$ (plus confirmation) is a Streamlined NTRU Prime ciphertext under public key $h$, then $-c$ (plus the same confirmation) is a Streamlined NTRU Prime ciphertext for the same session key under public key $-h$.

### 7.2 Rationale

See Section 6 for an analysis of known attacks.
Algorithm 1 searches for $(p, q, t, \lambda)$, where $\lambda$ is Section 6 's estimate of the pre-quantum security level for parameters $(p, q, t)$ with $w=2 t$. The subroutine nextprime $(i)$ returns the first prime number $>i$. The subroutine viableqs $\left(p, q_{b}\right)$ returns all primes $q$ larger than $p$ and smaller than $q_{b}$ for which it holds that $x^{p}-x-1$ is irreducible in $(\mathbb{Z} / q)[x]$. The subroutine mitmcosts uses the estimates from Equation (1) to determine the bitsecurity level of the parameters against a straightforward meet-in-the-middle attack. To find $u, u^{\prime}, \beta, n$ we set $u$ to the hybridbkzcost of the previous iteration (initially 0 ) and do a binary search for $u^{\prime}$ such that the two phases of the hybrid attack are of equal cost. For each $u^{\prime}$ we determine the Hermite factor required with Equation (4), use the BKZ-2.0 simulator to determine the optimal $\beta$ and $n$ to reach the required Hermite factor and use Equations (5) and (2) to determine the hybridbkzcost and hybridmitmcost.

Note that this algorithm outputs the largest value of $t$ such that there are no decryption failures according to Theorem 2 and that no more than $2 / 3$ of the coefficients of $f$ are set. Experiments show that decreasing $t$ to $t_{1}$ linearly decreases the security level by approximately $t-t_{1}$.

```
Algorithm 1: Determine parameter sets for security level above \(\ell\).
    Input: Upper bound \(q_{b}\) for \(q\), range \(\left[p_{1}, p_{2}\right]\) for \(p\), lower bound \(\ell\) for security level
    Result: Viable parameters \(p, q\) and \(t\) with security level \(\lambda\).
    \(p \leftarrow p_{1}-1\) (the prime we are currently investigating)
    while \(p \leq p_{2}\) do
        \(p \leftarrow\) nextprime \((p)\)
        \(Q \leftarrow \operatorname{viableqs}\left(p, q_{b}\right)\)
        for \(q \in Q\) do
            \(t \leftarrow \min \{\lfloor(q-1) / 32\rfloor,\lfloor p / 3\rfloor\}\)
            \(\lambda_{1} \leftarrow \operatorname{mitmcosts}(p, t)\)
            if \(\lambda_{1} \geq \ell\) then
                    Find \(u, u^{\prime}, \beta, n\) such that BKZ- 2.0 costs are approximately equal to
                meet-in-the-middle costs in the hybrid attack.
                    \(\lambda_{2} \leftarrow \max \{\) hybridbkzcost, hybridmitmcost \(\}\)
                    return \(p, q, t, \min \left\{\lambda_{1}, \lambda_{2}\right\}\)
```

See the NTRU Prime paper for a table of Streamlined NTRU Prime parameter sets with $465<p<970$ and $q<20000$. Our recommended parameters $(p, q, w)=(761,4591,286)$ with estimated pre-quantum security $2^{248}$ provide an excellent tradeoff between size and security level.

The analysis of NTRU LPRime parameter sets works the same way and gives $2^{225}$ for our recommended parameters $(p, q, w)=(761,4591,250)$.

## 8 Expected strength (2.B.4) for each parameter set

### 8.1 Parameter set kem/sntrup4591761

Category 5. $2^{248}$ is marginally smaller than $2^{256}$, but we expect that further analysis along the lines of [63], together with analysis of memory and communication costs, will show that this parameter set is much more expensive to break than AES-256.

### 8.2 Parameter set kem/ntrulpr4591761

Category 5. $2^{225}$ is noticeably smaller than $2^{256}$, due to the smaller polynomial weight compared to sntrup4591761. However, note that the analysis by Wunderer [63] showed an underestimate of security by a factor of at least $2^{30}$ for a previous set of parameters analyzed by the methodology above; memory and communication costs are likely to be on an even larger scale. Hence, we expect that further analysis will show that this parameter set is harder to break than AES-256. See also Section 6.8.

## 9 Advantages and limitations (2.B.6)

There are several proposals of lattice-based cryptosystems that appear to provide high security with keys and ciphertexts fitting into just a few kilobytes. This proposal is designed to have the smallest attack surface, minimizing the number of avenues available to cryptanalysts. Some recent attacks against lattice-based cryptosystems rely on homomorphisms eliminated by this proposal.

At the same time this proposal provides unusually small sizes and excellent speed. One of the reasons for this performance is that this proposal provides the flexibility to target any desired lattice dimension rather precisely, without the "jumps" that appear in most proposals. Future advances in understanding the exact security level of lattice-based cryptography will allow this proposal to be tuned accordingly.

Beware, however, that there are other recent attacks against lattice-based cryptography, including impressive advances against SVP. As noted before, the security of lattice-based cryptography is not well understood. This is a general limitation of lattice-based cryptography. The same limitation is shared by many-but not all-post-quantum proposals.
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## A Statements

These statements "must be mailed to Dustin Moody, Information Technology Laboratory, Attention: Post-Quantum Cryptographic Algorithm Submissions, 100 Bureau Drive - Stop 8930, National Institute of Standards and Technology, Gaithersburg, MD 20899-8930, or can be given to NIST at the first PQC Standardization Conference (see Section 5.C)."

First blank in submitter statement: full name. Second blank: full postal address. Third, fourth, and fifth blanks: name of cryptosystem. Sixth and seventh blanks: describe and enumerate or state "none" if applicable.

First blank in patent statement: full name. Second blank: full postal address. Third blank: enumerate. Fourth blank: name of cryptosystem.

First blank in implementor statement: full name. Second blank: full postal address. Third blank: full name of the owner.

## A. 1 Statement by Each Submitter

I, , of , do hereby declare that the cryptosystem, reference implementation, or optimized implementations that I have submitted, known as $\qquad$ , is my own original work, or if submitted jointly with others, is the original work of the joint submitters. I further declare that (check one):

- I do not hold and do not intend to hold any patent or patent application with a claim which may cover the cryptosystem, reference implementation, or optimized implementations that I have submitted, known as $\qquad$ OR (check one or both of the following):
- to the best of my knowledge, the practice of the cryptosystem, reference implementation, or optimized implementations that I have submitted, known as ___ may be covered by the following U.S. and/or foreign patents:
- I do hereby declare that, to the best of my knowledge, the following pending U.S. and/or foreign patent applications may cover the practice of my submitted cryptosystem, reference implementation or optimized implementations:

I do hereby acknowledge and agree that my submitted cryptosystem will be provided to the public for review and will be evaluated by NIST, and that it might not be selected for standardization by NIST. I further acknowledge that I will not receive financial or other compensation from the U.S. Government for my submission. I certify that, to the best of my knowledge, I have fully disclosed all patents and patent applications which may cover my cryptosystem, reference implementation or optimized implementations. I also acknowledge and agree that the U.S. Government may, during the public review and the evaluation process, and, if my submitted cryptosystem is selected for standardization, during the lifetime of the standard, modify my submitted cryptosystem's specifications (e.g., to protect against a newly discovered vulnerability).

I acknowledge that NIST will announce any selected cryptosystem(s) and proceed to publish the draft standards for public comment.

I do hereby agree to provide the statements required by Sections 2.D.2 and 2.D.3, below, for any patent or patent application identified to cover the practice of my cryptosystem, reference implementation or optimized implementations and the right to use such implementations for the purposes of the public review and evaluation process.

I acknowledge that, during the post-quantum algorithm evaluation process, NIST may remove my cryptosystem from consideration for standardization. If my cryptosystem (or the derived cryptosystem) is removed from consideration for standardization or withdrawn from consideration by all submitter(s) and owner(s), I understand that rights granted and assurances made under Sections 2.D.1, 2.D.2 and 2.D.3, including use rights of the reference and optimized implementations, may be withdrawn by the submitter(s) and owner(s), as appropriate.

Signed:
Title:
Date:
Place:

## A. 2 Statement by Patent (and Patent Application) Owner(s)

If there are any patents (or patent applications) identified by the submitter, including those held by the submitter, the following statement must be signed by each and every owner, or each owner's authorized representative, of each patent and patent application identified.

and do hereby commit and agree to grant to any interested party on a worldwide basis, if the cryptosystem known as $\qquad$ is selected for standardization, in consideration of its evaluation and selection by NIST, a non-exclusive license for the purpose of implementing the standard (check one):

- without compensation and under reasonable terms and conditions that are demonstrably free of any unfair discrimination, $O R$
- under reasonable terms and conditions that are demonstrably free of any unfair discrimination.

I further do hereby commit and agree to license such party on the same basis with respect to any other patent application or patent hereafter granted to me, or owned or controlled by me, that is or may be necessary for the purpose of implementing the standard.

I further do hereby commit and agree that I will include, in any documents transferring ownership of each patent and patent application, provisions to ensure that the commitments and assurances made by me are binding on the transferee and any future transferee.

I further do hereby commit and agree that these commitments and assurances are intended by me to be binding on successors-in-interest of each patent and patent application, regardless of whether such provisions are included in the relevant transfer documents.

I further do hereby grant to the U.S. Government, during the public review and the evaluation process, and during the lifetime of the standard, a nonexclusive, nontransferrable, irrevocable, paid-up worldwide license solely for the purpose of modifying my submitted cryptosystem's specifications (e.g., to protect against a newly discovered vulnerability) for incorporation into the standard.

Signed:
Title:
Date:
Place:

## A. 3 Statement by Reference/Optimized Implementations' Owner(s)

The following must also be included:

I, $\qquad$ , $\qquad$ , am the owner or authorized representative of the owner $\qquad$ of the submitted reference implementation and optimized implementations and hereby grant the U.S. Government and any interested party the right to reproduce, prepare derivative works based upon, distribute copies of, and display such implementations for the purposes of the postquantum algorithm public review and evaluation process, and implementation if the corresponding cryptosystem is selected for standardization and as a standard, notwithstanding that the implementations may be copyrighted or copyrightable.

Signed:
Title:
Date:
Place:


[^0]:    ${ }^{1}$ Peikert claimed in [50], modulo terminology, that Product NTRU is "at least as hard" to break as Quotient NTRU (and "likely strictly harder"). This claim ignores the possibility of attacks against the reuse of $r$ in Product NTRU. There are no theorems justifying Peikert's claim, and we are not aware of an argument that eliminating this reuse is less important than eliminating the $g / f$ structure. For comparison, switching from NTRU NTT and NTRU Classic to NTRU Prime eliminates structure used in some state-of-the-art attacks without providing new structure used in other attacks.

[^1]:    ${ }^{2}$ This requires another layer of security analysis beyond Dent's security analysis. The core question is whether it is hard to recover a random $M$ from ciphertext and public key, when $r$ is chosen randomly. The next question, the extra layer, is whether it is hard to recover a random $M$ from ciphertext and public key, when $r$ is chosen as a hash of $M$. The third question, addressed by Dent's security analysis, is whether the KEM is hard to break.

[^2]:    ${ }^{3}$ For example, "fast gcd" techniques incorporate subquadratic-time multiplication methods such as Karatsuba's method, and are compatible with constant-time computations.

